# 绪论

## 选题背景

从二十一世纪开始，科技高速发展，伴随着人们在科技上的进步，人们在网络上留下的数据也逐渐增大。面对如此庞大的数据，如何从这些大量冗余的信息中提取出对于我们来说有价值的知识，如何通过这些数据给用户提供更精确更全面的服务，是我们一直在追求的目标。与此同时，随着人工智能这一名词的兴起，其理论基础也逐渐发展，作为人工智能的核心之一，机器学习(Machine Learning)也成为众多学者们研究的课题。瞩目于机器学习领域，集成学习(ensemble Learning)不仅是机器学习的重点研究方向之一，也在实践领域中得到了广泛的应用。集成学习是一种构建并将多个弱学习器结合在一起来完成任务，从而起到强学习器作用的一种提高模型泛化能力的方法，有时也被成为多分类器系统等。如何将这些弱学习器结合在一起，使得其得到更好的效果，这其中的策略就是学者们需要不断研究的方向之一，从集成学习这一概念出现开始，就有无数学者提出了不同的结合策略。

目前在聚类的领域，有许多经典的聚类算法被不断提出，包括基于划分的聚类：K均值聚类(K-Means)、围绕中心点的划分(PAM)、K众数聚类(K-Mode)、K原型聚类(K-prototype)；基于层次的聚类：凝聚的层次聚类(AGNES)、分裂的层次聚类(DIANA)；基于密度的聚类(DBSCAN)；基于网格的多分辨率聚类(STING)，基于模型的神经网络聚类(SOM)等。但是，由于现实数据的不确定性和难分辨性，仅仅使用单一的聚类方法并不能得到很好的效果。因此，研究者们近年来将精力不断转移到了多个学习器集成的方法研究上，旨在提高学习器的精度。时至今日，集成学习的研究热度仍是只增不减。就目前为止许多集成学习算法被提出且在应用中取得了不错的效果，并被广泛应用于字符识别、人脸识别、图像分类等领域。由此可见，集成学习的研究具有深刻的理论意义和极高的应用价值。

在集成学习理论框架上，系统的预测性能大多是通过增加基学习器的个数来实现的，但是这样会带来一定的负面影响，例如算法运行时间的增加、系统使用空间的变大等；更有可能因为数据的噪声过多，导致其基学习器均不能有好的学习结果。为了更好地解决这些问题，研究者们引入了动态规划，即选择性集成的概念，在众多学习器中有选择地集成一部分学习器，使得集成系统可以达到更好的效果。

综上所述，要在集成系统训练的时候使各个学习器“好而不同”，如何提升集成学习系统的差异性、提高学习的精度、改善运行的效率，仍就是集成学习领域中备受关注但仍未解决的问题。

## 研究意义

随着大数据概念的出现，人工智能逐渐成为现在研究的主流方向。机器学习作为人工智能领域中重要的一块，引发了学者们孜孜不倦地研究。作为机器学习的重点研究课题——集成学习，其相关的研究非常丰富。

学习器的结合可以带来三个方面的好处：第一，使用单个学习器可能会因误选而导致学习器的泛化性能差，结合使用多个学习器可能可以减小该风险；第二，学习器算法可能会陷入局部极小的情况，而该点所对应的泛化能力可能不佳，集合多个学习器可以降低陷入糟糕的局部极小点的风险；第三，结合多个学习器可以扩大相应的假设空间，从而学习到更好的近似结果。因此，对于如何进行集成这一问题，无数学者进行了多方面的研究，同时也发现了许多的结合策略。

在现实生活中，我们能获得的数据可以分为两种：有标签的和无标签的。通常我们将对有标签的数据进行分类，这个被称作监督学习；将无标签的数据进行聚类，这个被称作是无监督学习。但是，现实中的数据总是多样的，我们可能无法简单地从其形状或是特征判断出哪种算法在这个数据上可以达到非常好的效果；其次，现实中的数据可能会有很严重的噪声现象，即有相当多的噪声数据以及离群数据，这会导致我们在进行单一聚类的时候，出现聚类不理想的情况。

基于这一研究情况，论文望引入动态规划的概念，对聚类集成框架上进行有选择的集成，达到尽可能消除数据噪声影响、且使集成系统的差异性和精度尽可能提升的目的。

## 国内外研究现状

Perrone和Cooper[1]于1993年首次在集成学习中应用了平均法的结合策略，它在集成学习中具有特别的意义，加权平均法可以被认为是集成学习研究的基础。一种常见的结合策略——投票法，多数使用于在1996年Breiman[2]提出的Bagging算法框架中。当训练数据很多的时候，一种更为强大的结合策略——学习法Stacking就此出现，它在普通的集成学习的框架上将另外的学习器，也称为元学习器，作为结合策略，且将其他弱学习器称为初级学习器，1992年Wolpert[3]和1996年Breiman[4]提出的学习法是典型代表。

和以上几种将所有初级学习器训练完再进行结合的静态结合策略不同的是，2006年Soares等人[5]提出了基于差异性(KNN and selection method)和准确度(Clustering and selection method)的动态集成方法，前一种方法使用KNN的思想，找到待分类样本的最邻近的k个测试样本，然后基于这k个测试样本对于初级分类器，进行分类，最后找到分类精确度高、差异性大的几个分类器作为待分类样本的初级分类器；后一种方法使用聚类的思想将验证集划分成不同的簇，找到距离待测样本最近的簇，然后从分类器中选取对于该簇分类精度最高的几个分类器中差异性最大的几个作为初级分类器。动态选择集成通过在测试集训练时对分类样本的领域的分类准确度排序，选择出最适该待分类样本领域的分类器，从而在最初阶段就可以减少无效（或是说分类结果不好）的分类器分类所占用的时间和空间，达到“剪枝“的目的。2010年，Woloszynski等人[6]提出了一种基于RRC(Randomized Reference Classifier)的动态集成选择算法DES\_RRC，他们先计算所有基于RRC的分类器分类能力，然后再选取高于随机分类器分类正确的概率的分类器，最后使用多数投票法结合。2012年，Woloszynski等人[7]又提出一种新的分类器度量方法MCR，即从基分类器集合中选择比随机分类效果其更好的分类器子集，去除掉对集成系统起负面影响的分类器，并在该度量方法上提出了两种集成系统：DES-P和DES\_KL。

在集成学习中，针对使用的数据是否有标签，又可以为分类集成和聚类集成。

基于动态集成的理论的提出，朱雪[8]针对动态集成选择算法对动态选择数据集分布敏感，尤其是动态选择数据集中含有噪声、高度重叠的样本实例分类效果不理想、能力区域不能充分代表待测样本的问题，引进了被编辑最近邻和自适应最近邻两种选择机制，提出了改进的动态集成选择算法。在应用上，童珂凡等人[9]利用动态集成分类器的方法，根据基分类器在北侧样本邻域内的表现选择满足 要求的分类器来集成，并在烟卷感官质量的预测上得到了较好的效果。.Cheriguene等人[10]在青光眼诊断数据中，采用多样性度量和随机子空间算法组成的继承分类器进行视网膜图像的分类，取得了显著的效果。

同时，在聚类集成算法的研究上，宋敬环[11]采用模糊聚类算法作为遗传共识策略中的基聚类器，引入自适应因子，提出了一种可以提高集成速度的新的遗传共识聚类集成算法。徐丽[12]利用监督信息，研究了一种结合传统的基于随机子空间的聚类集成算法而设计出的一种基于约束选择的加权随机子空间聚类降级成算法。谷鹏花[13]基于选择性聚类聚成的理论，提出了一种基于数据挂链的聚类集成方法(DRBCE)，先提取出在聚类成员中体现出关联的数据对象组成新的类，然后在对这些类再次聚类的到最终的集成结果。不仅仅是在理论上的发展，聚类集成在实际应用中也有很广泛的应用，在进行交叉口车量行驶路径的提取上，尹卓等人[14]提出一种基于聚类集成的路径信息提取方法，且有效地提高了路径提取的精度。
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